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Abstract 

A typical office worker nowadays spends the majority of 

his time sedentary in the course of his working life. In 

this paper, we address the problem of sedentariness in 

the context of office work through smooth integration 

of light physical activity into the daily work routine.  

Equipping a flexible office chair with motion sensing 

functionality, the chair becomes a ubiquitous input 

device that provides an office worker with the possibil-

ity to use the movements of his body for tilting, rotat-

ing, or bouncing to control his workplace computer. 

Based on this idea, we apply an existing gesture taxon-

omy to body movements on an active office chair, and 

explore different application scenarios for ubiquitous 

gestural chair interaction. 
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Introduction 

Today, a typical office worker spends a major amount 

of his work time sedentary throughout his daily routine: 

sitting in the car on the way to work, sitting while 

working in front of the computer, sitting during meet-

ings, sitting while having lunch – consequently, pro-

longed sitting has become a predominant element of 

our lives. Prolonged sedentary behavior has been iden-

tified as one major health risk though, leading to a 

variety of chronic diseases [8,15]. Various possibilities 

have been proposed to keep people moving during the 

workday (e.g., taking the stairs instead of the eleva-

tor). However, for most office workers it is difficult to 

achieve a considerable reduction of the time spent 

seated within the office environment.  

To promote physical activity even in such sedentary 

situations, this work explores the possibilities of using 

an interactive office chair to smoothly integrate phy-

sical activity into the daily working routine. By equip-

ping a flexible chair1 with a motion sensor, the move-

ments of a person sitting on the chair can be tracked 

and transformed into input events that trigger various 

actions on a computer. This way, the chair becomes an 

input device that is ubiquitously embedded into the 

work environment, and provides an office worker with 

the possibility to use the movements of his body for 

rotating, tilting, or bouncing a chair to intuitively con-

trol his workplace PC. In this work, we explain the im-

plementation of our sensor-based chair interface, we 

explore three different gesture styles for chair interac-

tion (i.e., deictic, manipulating, semaphoric), and de-

scribe possible application scenarios of using recognized 

input gestures for the control of a desktop computer. 

                                                 
1 http://www.swopper.de/en/3dee 

Related Work 

Existing sensor-based chair interfaces proposed differ-

ent technologies to get information about a person’s 

sitting posture that range from mechanical 

[2,5,7,10,14,21] to optical [4] and motion-based [6] 

solutions. Chairs have been used for unobtrusive 

measurement of body movements [7,10] and the de-

velopment of posture recognition systems for the clas-

sification of a person’s sitting behavior [5,19,20] or 

emotions [2,21]. Chair-based tracking data has fur-

thermore been explored for supporting people in learn-

ing [10,14] and ambient assisted living [7] environ-

ments. Finally, the usage of interactive chairs has also 

been explored as input devices for the navigation of 

virtual 2D and 3D environments in computer games 

[4], or for direct control of the mouse cursor in a desk-

top environment [6]. Our work differs from past re-

search in this field in two major points. First, we ex-

plore the usage of an interactive chair within an office 

environment, with the goal to promote the implicit and 

occasional integration of light physical activity into the 

daily work routine. Second, we explore chair interaction 

in the context of gestural interactions for the control of 

application-specific functions on a desktop computer.  

Therefore, different previous works of gestural interac-

tion and classification have been taken into account. 

The usage of hand, finger and full-body gestures has 

been explored extensively (e.g., [18]), as well as their 

usage for primary and secondary tasks like controlling a 

music application while typing [12] or controlling an 

interface while driving [1]. Based on findings in this 

context, we apply an existing gesture taxonomy [11] to 

body movements on an active office chair for the iden-

tification of different interactions. 



 

Sensor Implementation 

Our interactive chair is a 3Dee active chair1 (see Figure 

1), a flexible office chair supporting various movement 

directions (rotate, tilt, bounce). We use a Nordic Semi-

conductor µBlue™ Smart Remote supporting low-

energy Bluetooth® 4.0 technology, equipped with a 

gyroscope and an accelerometer. For motion tracking, 

we chose this chip because of its low energy consump-

tion, size, and cost. The accelerometer and gyroscope 

measure the acceleration resp. velocity along x-, y-, 

and z-axis. We combine both values to a joint measure 

(sampling at 100Hz), to calculate the angular position 

of the sensor in the 3D space. The device transmits the 

data in real-time via a custom protocol containing in-

formation about tilt, rotation and motion to a desktop 

computer running Microsoft Windows 8 operating sys-

tem. Based on the received data, we apply gesture 

recognition mechanisms to distinguish between differ-

ent chair interactions. 

Chair Interactions Techniques 

We use the gesture taxonomy developed by Karam and 

schraefel [11] as a foundation for the proposed interac-

tions to provide users with additional control, and to 

promote movement in a predominantly sedentary 

workday. The classification of gestures has been ex-

plored extensively, mostly in the context of hand ges-

tures. The taxonomy distinguishes between five differ-

ent gesture styles: deictic, gesticulation, manipulating, 

semaphoric and sign language. Since gesticulation and 

sign language are closely related to human speech, we 

think they are not appropriate in the context of chair 

gestures. Therefore, we apply the other gesture styles 

(deictic, manipulating, semaphoric) to categorize the 

proposed chair interactions. 

Deictic Gestures 

Deictic gestures are described to “involve pointing to 

establish the identity or spatial location of an object 

within the context of the application domain” [11]. An 

example of a deictic chair gesture is interrupt reaction 

(see Figure 2). Pointing at (leaning or rotating towards) 

another display or workstation to interact with a notifi-

cation can be categorized as deictic gesture. This type 

of interaction is especially interesting for distributed 

display setups (e.g., [16]), which have the need to 

handle notifications or interrupts on distant monitors. 

Our interactive chair offers the opportunity to react 

without using or releasing the keyboard or mouse. 

Leaning or rotating towards the distant screen contain-

ing the alert window triggers the notification handling 

and moves the window to the current screen. If multi-

ple notifications are present, all of them are moved on 

the primary screen and the user can select which one 

to handle first. This way, users can react to notifica-

tions anytime they want without the need to respond 

immediately and in a more comfortable way than mov-

ing the mouse to another (distant) monitor. 

 

Figure 2. Example for a deictic pointing (rotating/tilting) ges-

ture to handle notifications on a distant display. 

Figure 1. The 3Dee active 

office chair. 

slot for 

sensor 



 

Manipulating Gestures 

Karam and schraefel [11] use a definition by Quek et 

al. [17], stating that a manipulating gesture’s “intended 

purpose is to control an entity by applying a tight rela-

tionship between the actual movement of the gesturing 

hand/arm with the entity being manipulated”. Although 

applied to hand gestures, this definition also holds in 

the context of chair interaction. Constantly operating 

the mouse [6] with the chair can be exhausting and can 

lead to the well-known Midas Touch problem [9]. 

Scrolling in contrast may be performed from time to 

time in different situations (e.g., web or document 

browsing) and thus is more suitable to be integrated 

into the daily office work. Using the forward and back-

ward tilt can be used to control the scrolling within an 

application. Similar to the Touch-n-Go technique, used 

to control e.g. maps [13], the direction and speed of 

the user’s movement can be used to control the scroll-

ing behavior (see Figure 3). Through the continuous 

navigation, we are encouraging users to move while 

seating, without demanding exhausting movement 

when scrolling large content. 

 

Figure 3. Example for a manipulating (tilting) gesture to con-

trol scrolling of web content in a browser. 

Semaphoric Gestures 

Semaphoric gestures are based on a stylized dictionary, 

containing gestures that require prior knowledge or 

learning [11]. These gestures can be static (static pos-

es), dynamic (movement) or stroke (e.g. mouse stroke 

to control back functionality) gestures. We apply dy-

namic and stroke gestures to add an additional gesture 

interaction dimension (besides mouse and keyboard) to 

the desktop PC. We use the gestures to control a 

browser’s back and forward functionality or to switch 

between tabs by tilting the chair left and right. Addi-

tionally, we are mapping dynamic gestures like moving 

the chair up and down to reload the browser (see Fig-

ure 4) or confirming or rejecting pop-up dialogs by 

tilting the chair from the front to the back (confirm) or 

left to right (reject). Also, using the chair to switch 

between applications (like the Alt+Tab functionality) by 

leaning to the left or right side offers ways for interac-

tion in motion and breaking static sedentary behavior. 

Additionally, we are exploring the usage in mail pro-

grams, file organization, to unlock screens, to open 

menus, and for window overview and management.  

 

Figure 4. Example for semaphoric gestures to invoke a web 

browser’s back/forward (tilting), or refresh (bounce) functions. 



 

Other Interactions 

One additional interaction that we explore is to use the 

interaction chair as a presence sensor. By looking at 

the sensor data, we can easily measure if the user is 

currently sitting on the chair. This is especially interest-

ing in a context like [16], where users tend to move 

between workplaces and the system needs information 

about the user’s presence. Although this could also be 

achieved by analyzing mouse or keyboard events, the 

chair sensor also has information about the presence if 

the user is sitting at the workplace but not interacting 

with the computer (e.g., reading or writing on paper). 

This way, the presence of the user can be detected 

without installation of e.g. a visual tracking system.  

Challenges and Opportunities 

As with other gestural interfaces, distinguishing be-

tween the user’s natural movement on a flexible office 

chair and dedicated gestures or interactions is challeng-

ing. Baudel and Beaudouin identified several challenges 

when working with gestures: fatigue, non-self-

revealing, lack of comfort, immersion syndrome, and 

segmentation of (hand) gesture [3]. While fatigue 

(hand and arm-fatigue due to constant hand elevation) 

and lack of comfort (due to data gloves) don’t apply to 

our proposed chair interactions, the other three chal-

lenges also emerge when working with chair gestures. 

Like hand gestures, gesture-based interactions with an 

interactive chair are not immediately clear to users 

(“non-self-revealing”), bringing along the need for an 

introduction to possible interactions. Since users are 

constantly moving when sitting on a flexible office 

chair, gestures and actions can be hard to distinguish 

from regular movement (“immersion syndrome”). Also, 

the continuous nature of movement and gestures 

brings up challenges when distinguishing between ges-

tures (“segmentation of gestures”). These are, as for 

many gestural interfaces, the main challenges that 

evolve when using the system. We will examine these 

problems more closely to get a deeper understanding 

on when these challenges occur and how to meet them. 

Interactions with interactive chairs like the sensor-

equipped 3Dee chair offer the opportunity to change 

the static sedentary lifestyle of office workers. Using 

the interactions as an optionally usable addition to a 

regular interface can motivate users to having a more 

active and dynamic daily routine without distracting 

them or forcing them to use such interactions. Addi-

tionally, using the chair as an input device offers great 

opportunities when interacting with e.g. notifications, 

secondary tasks or multiple workstations – especially 

for distant display interactions and interactions that do 

not require mouse or keyboard input. 

Conclusion & Future Work 

In this paper we presented our chair sensor implemen-

tation using an accelerometer and gyroscope. This sen-

sor combination gives us the opportunity for fine-

grained, real-time data, which we use for implementing 

several different interactions. We use the data for real-

time gestural interaction based on a gesture taxonomy 

to explorer interactions in a structured way by using 

insights from research of finger-, hand-, and full-body 

gestures. We presented our proposed applications as 

well as challenges and opportunities that arise with this 

type of interaction. We think using the chair as an addi-

tional input device has high potential to be a beneficial 

addition to traditional input devices and motivation of a 

more active daily work routine. For future work, we 

plan to evaluate the proposed interactions and compare 

them to regular interactions with mouse, keyboard and 

other input methods. 
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