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Stylized Depiction in Mixed Reality

V4

Jan Fischer, Michael Haller and Bruce H. Thoimas

Abstract— The combination of real video images and virtual
graphical objects is a basic principle in many compter graphics
applications. In recent years, mixed reality has tmme a wide-
spread technique for superimposing registered thredimensional
models on the real world. Whereas most mixed realitapplications
use conventional photorealistic rendering methodsof overlaying
their graphical content, alternative display method are being
developed. We discuss the use of artistic and illmative rendering
techniques for combined real-virtual environments.This concept
has a dual purpose. Depending on the type of stydition used, a
novel user experience can be created. For instandhe use of a
technical illustration style can provide a more appopriate and
useful display in a technical design application.Moreover, since
the difference in visual realism between real andistual scene
elements is reduced, the environment can become neoimmersive
for the user. In this article, we give a survey omethods for the
artistic depiction of combined real-virtual environments and dis-
cuss potential applications.

Index Terms— Mixed/Augmented Reality, Non-Photorealistic
Rendering, Video Stylization

l. INTRODUCTION

An increasing proportion of computer graphics agdlons
uses real images or captured video streams in c@tibin with
computer-generated renderings. Special effectenfories, as
well as image- and video-based rendering are sdie @reas
in research and practice, in which real world imaigga is
processed along with three-dimensional model iné&tiom.
One research area dealing in particular with therlay of
three-dimensional computer graphics over real wailtbo
streams is mixed reality (MR). The defining featafemixed
reality systems is that they provide an estimatibtine position
and orientation of the viewer or the digital camesad in the
setup. This makes it possible to superimpose \igtaphical
models using a correct three-dimensional registatelative to
the surrounding real environment [2].

The majority of mixed reality systems use standanmputer
graphics methods for displaying virtual models. \&/standard
real-time graphics technology is fast and easgé& it has some
significant drawbacks in the context of combinedl-sgrtual
images. lllumination and material parameters arénee
manually for graphical objects, and they typicalty not cor-
respond well to the conditions in the real envirent Unless
advanced lighting and texturing are used, which @&quire
laborious model creation and slow down renderihg,dgener-
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ated output images are relatively simple.

The application of new display styles inspired bystic or
illustrative depiction can be a useful additionmixed reality
systems. Such visual styles create a novel experiéor the
user. For instance, an artistic depiction can glev@ more
entertaining environment in mixed real gaming, efildisplay
style emulating a technical illustration createmare legible
representation in a technical design task. Nongealtistic
rendering styles can be applied to different paftthe mixed
reality environment. Artistic rendering could bmilied to the
virtual objects or even only parts of them. Altaively, the
entire output image including the captured videeash can be
represented in the same, non-photorealistic sigdethe latter
concept, the ternstylized augmented realithas been pro-
posed [6].

As a consequence of using stylized augmented yed#ti¢
visual realism of real and virtual objects is eiged. This
means that real and virtual scene elements beoessedistin-
guishable, and a better immersion into the reptedeanvi-
ronment can possibly be achieved. This article gjiae over-
view of different types of artistic and illustragistylization in
mixed reality, and it presents several existingiels as possible
future applications.

Mixed reality (MR) research aims at developing teabgies
that allow the real-time fusion of computer-genedavirtual
scenes with real world imagery. The terminology \iest in-
troduced by Milgram et al. [23]. The use of mixeglity en-
hances the users’ perception and the interactiom thie real
world [2]. Methods for achieving a more consistétel of
visual realism in mixed reality have been an areactive re-
search. Many researchers focus on how to merge#hand the
virtual elements using consistent illumination [Rhnbara and
Yokoya describe an approach of analyzing the 8istion of
real light sources in real-time, which is used dolapting the
representation of graphical objects accordingly].[B6similar
technique for utilizing an acquired environmentritination
map was proposed by Agusanto et al. [1].

This article discusses the use of non-photoreali®iPR)
display styles in order to generate a novel kinchdfed reality
imagery. This principle is related to classicalhtgiques for
computer-generated artistic depiction such as thee-video
stylization. Examples of related work on video igifion in-
clude the system introduced by Collomosse et aliclwrenders
motion in an artistic style within video sequeng¢®s Win-
nemoller et al. presented an algorithm for the-tiea¢ ab-
straction of video sequences using a cartoon-tide §27].

RELATED WORK
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2.1 Outdoor Mixed Reality

Mixed reality systems designed for outdoor use pase
number of specific challenges for the renderingiaiial ob-
jects. In some cases, a slightly stylized repregiemt of
graphical objects has proven to be superior condprestan-
dard rendering techniques. This is often achieweddapting
their color or opacity. In this section, we deserthe impact of
graphical style on the following two projects: AR&xe, an
outdoor AR version of the Quake first person shogsene, and
ARVino, a video-based outdoor AR system to suppoft
laboration about a display in the field.

ARQuake: ARQuake [26] was developed with a digita
compass for orientation information, a GPS recefeerposi-
tioning, and with a portable, lightweight head-mimehdisplay
(HMD). The design of the visuals for the game halhrge
impact on the users’ acceptance of the augmentdidyrex-
perience. The choice of colors is important fordogr AR
applications, as some colors are difficult to dieamate from
natural surroundings or in brilliant sunlight, seig. 1. The
original Quake game color design is “dark and glgbrdark
colors appear translucent with a see-through HMDpu#ple
sky background jarred a user’s eyes; it did notchatith the
physical sky. A blue, transparent virtual sky wagmed to be
better suited to the game, as it blends in withphgsical sky.
Monsters and items require different colors to lwarvisible
outdoors. We informally investigated, which col@e best
suited to texture large areas of game monsterstams. The
ambient sunlight has a major impact on the choiceotors,
areas of bright and deep shadows. Nine colors apgéawork
well, whether the user was viewing into or standimdright
light or deep shadow: three shades of purple, hadss of blue,
two shades of yellow, and two of green. There vedgght colors
that scored a poor; these are as follows: brighowe bright
red, bright pink, bright magenta, bright orangéglurcyan, and
dark cyan.

Fig. 1. Screenshot from ARQuake.

ARVino: The ARVino system is an AR platform for visu-

alizing viticulture data in 3D outdoors using a rable tri-
pod-mounted notebook computer that can be viewesniml
groups of people [17]. The system was evaluatedrbgxpert
viticulturist, and they reported the number of eslgequired for
their data was only three or four, as crops arenatly only
divided into high, medium, or low yields. Transpzg of
virtual objects is employed to fuse these withghgsical. The
use of transparency proved difficult to balanceween the
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ability to view clearly both the virtual objectscathe physical
world, and direct outdoor sunlight exaggerated phrigblem.
We found the best results were obtained by usimghbsimple
colors (pure red, green, and blue and mixes sudyas ma-
genta, and yellow). The 3D graphics were configuced00%
ambient lighting to remove shading that made thgeab
darker. The expert felt the system provided befiralization
for the viticulturist than available with traditiahmethods.

One of the first systems that used non-photoréalishdering
in mixed reality was presented by Haller and Sfet]. This
system applied artistic rendering techniques omlthe virtual
objects and showed the camera image in its origingbroc-
essed form. The graphical objects could be displaysing
varying types of brush stroke rendering.

More recent approaches have sought to deliver & mde-
grated experience by applying stylization techniqte the
camera image as well as the virtual models. Onth@fmain
challenges when rendering combined images congisfiboth
real and virtual image elements is their differenel of visual
realism. In a typical mixed reality scene, virtoaijects clearly
stand out from the background due to mismatcheltiig
parameters and rendering artifacts like aliasindthcigh
various approaches to a more photorealistic dispfayirtual
models in mixed reality have been proposed, theyddten
computationally expensive, complex to implementd aan
typically only provide partial solutions to the ptem.

STYLIZED RENDERING INMIXED REALITY

Fig. 2. Comparison between conventional and sglliaugmented reality. In
the image on the left, the yellow virtual cup clgatands out. The cartoon-like
stylization shown in the right image makes real wintlial objects look more
similar.

As an alternative technique for providing a moreadized
visual realism in combined virtual-real imagesijséict styliza-
tion methods can be applied to the real backgromaidje as
well as the graphical models. The nantgized augmented
reality has been proposed for this approach, which geseeat
similar visual style for the entire output imagé [Big. 2 illus-
trates the basic principle of stylized augmenteditse

It has to be noted that the application of artistidlustrative
stylization methods to mixed reality images notydahds to an
equalized realism. Due to the artistic depictidm, tepresenta-
tion of the scene is altered, and in many artistiges, some
visual detail is removed. This may not be acceptablcertain
applications, e.g., in security-related scenaiotical medical
applications or car navigation. In other applicatgcenarios
like entertainment, education, and museum exhibitsyever,
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the stylized representation is acceptable and mapn genu-
inely enrich the user’s experience.

3.1 Technical Challenges

The artistic stylization of combined real and vatimages is
technically somewhat different from previously désed
methods for non-photorealistic rendering. Unlikeother con-
texts, a stylized augmented reality system hasdogss both a
2D video stream and 3D graphical models simultasigo&or
both types of input data, a visually equivalent bteast very
similar) graphical output has to be generated. Eimghut
channel has its own properties and challengesthea2D video
images, image noise and motion blur are partiquiablems, as
is the preservation of temporal coherence in thecgssed
output. The 3D models in the mixed environment fte\ad-
ditional information like face normals and textyrasd ren-
dering complex models can be computationally expens

An additional challenge when stylizing mixed reabtenes
is the extremely short processing time availabtdHts task. In
a mixed reality system, the actual image generagiembedded
in a complex pipeline comprising video acquisitaord camera
tracking algorithms. Therefore, any stylization hoet must be
completed within milliseconds in order to ensureerail
real-time frame rates. Finally, in a mixed reafifgstem no user
interaction can be provided for the actual styl@atprocess
because specialized mobile display setups like -neauhted
displays are often used. Moreover, since the agidic sce-
narios themselves often require interaction, réogia manual
intervention for the stylization process would d#rthe user
experience. These three challenges, the fusiorDo&rd 3D
data, very short processing times, and the negessifully
automatic algorithms, are a unique combinationaofstraints.
Therefore, existing non-photorealistic renderinghteéques
have to be modified, or new approaches must belalese for
the requirements of stylized augmented reality.

3.2 Basic Rendering Pipeline

There are two basic approaches to generating &estyl
augmented reality video stream. One possibilitioiperform
the stylization of video and 3D model data sepéyata this
method, a specialized image stylization filter msses the
camera image, while a non-photorealistic rendealggrithm
displays the virtual models (see Fig. 3). The desigd ren-
dering parameters of these two stylization comptmbave to
be tuned so that a visually equivalent output isegated. In
more complex cases, the image stylization filted antistic
renderer can also share additional stylizationrmmétdion, e.g., a
2D grid of brush stroke positions. The second bapjgroach
consists of generating a conventional augmentddyréaage
and applying an image stylization filter afterwa(dee Fig. 4).
Since a readback of the composited augmented yréalige
from graphics hardware would be prohibitively exgiga, this
approach can effectively only be realized by exaguthe
image post-processing filter on the programmablepigics
processing unit (GPU). In practice, variations asfihements
of these two basic approaches are often used. dllwving
sections describe some stylization types in motailde
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Fig. 3. Generating stylized augmented reality iesagsing two processing
branches.
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Fig. 4. Generating stylized augmented reality iesagsing a postprocessing
pipeline.

3.3 Arttistic Stylization for Mixed Reality

The principle of stylized augmented reality hasrbéa-
plemented using several artistic and illustratemdering styles.
Here, we will discuss some basic aspects of gangrah ar-
tistic depiction of mixed reality scenes. A methfm the
real-time cartoon-like stylization of mixed realitideo streams
was described in [6][7]. This stylization type Hmeeen designed
as an image post-processing approach. At firstyemtional
mixed reality images are composited by renderinguai
models over the camera image. Then, the cartoeniiitage
filter is executed on the GPU.

The cartoon-like filter consists of two main stepkijch are
inspired by the properties of real cartoons. Gdlyespeaking,
cartoons consist of uniformly colored patches esediby black
silhouette lines. Therefore, as the first stephef ¢artoon-like
stylization filter, a color simplification is penfimed. This color
simplification uses a specialized, adapted noralifigter based
on bilateral image filtering. It generates imagesvhich simi-
larly colored regions are averaged, while high @sitimage
features are preserved. Several iterations of ittex fire re-
quired in order to achieve a satisfying color sifigation.

The second step of the cartoon-like image filtesilisouette
detection, which is described in more detail thet reection.
Fig. 5 shows two examples of images generated thihcar-
toon-like stylized augmented reality system. Onrexntr graph-
ics hardware, the system achieves real-time fratesr
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Fig. 5. Cartoon-like stylized augmented realitppTThe webcam seen at the Fig, 6 Artistic stylization in mixed reality

withdvanced silhouette generation.

right captures a real scene, while the computerescshows the scene aug- Users can enjoy the whole scene in a non-photstieadityle by using a HMD

mented with a virtual coffee maker in the cartoide-ktyle. Bottom: A virtual
tea cup in conventional (left) and cartoon-likelizgd augmented reality
(right).

3.4 Silhouette Rendering for Artistic Mixed Reality

Silhouettes are essential in many artistic rendemethods
because they provide more detail about the shapetbfreal
and virtual objects in the scene (see Fig. 5 agd@ji There are
several ways to implement silhouette edge deteciimme work
in image space and some work in object space. attean-like
image post-processing filter described in [7] usesimage
space edge detection method executed on the GHY etdige
detector is a modified Sobel filter, which responidsstrong
local contrasts in the image. The determined edgection
responses are then used for drawing black silhelietts over
the simplified color image.

A more complex image space approach was choseano g

erate silhouettes in [13]. Here, an object silhtauét drawn
based on particles that are generated around the. &ithe
corresponding particle positions are calculatethfeoreference
image that is used as a template for both the ipositand a
“force” mask that shows where the particles arepsspd to
move to. The particles serve as starting and engaigts for
brush strokes placed accordingly to generate tlousitte,
which is drawn using the method described in [d4le refer-
ence image is calculated with a Sobel filter thatpplied to the
depth buffer of the virtual (augmented) 3D geometng the
real world image. The images shown in Fig. 6 wemdered
using this silhouette generation algorithm.

mounted on a stick. The two images show a closeftipe artistic silhouettes
using different textures.

3.5 Pointillism Stylization

In the preceding sections, the artistic depictibmixed re-
ality scenes using rendering styles based on saiwplification
and edge emphasis was discussed. In addition &e thp-
proaches to stylized augmented reality, severaratypes of
stylization have been implemented. One example lsush
stroke style similar to the painting technique oiigillism. This
artistic rendering method for augmented video steases a
large number of small brush strokes to composeothtput
image [9]. The input camera image is sampled daiteloca-
tions to provide the colors for brush strokes cingethe image.
Afterwards, the virtual models in the scene areldiged with a
specialized particle renderer, which places brtisikes at the
same locations as the camera image filter. Theoagpr has
been implemented using image processing on the &RU
standard real-time graphics methods, allowing faeractive
frame rates. Fig. 7 shows an example image renderdue
brush stroke style.

Besides these types of artistic depiction for mixeality, a
number of illustrative styles have also been exaorThese
illustrative stylization approaches will be discedsn the con-
text of their respective application scenarioségct®n V.
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shown at
the center of the image is a virtual object. Thenea image depicting the
user’'s hand and several highlighters in the backgioare displayed using
small brush strokes, as is the virtual tea cup.

-

A'_n'-i-‘:_... IR e moa v L A
Fig. 7. Brush stroke stylization for mixed reaktgenes. The tea cup

V. VISUALIZING MOTION IN MIXED REALITY SCENES

WITH NON-PHOTOREALISTIC TECHNIQUES

As an alternative to the artistic stylization ofrgaete mixed
reality images, specific non-photorealistic methoda be ap-
plied to certain parts of a mixed reality sceneyohi this sec-
tion, we will discuss how to visualize the motiohgraphical

objects in mixed reality using styles inspired bynic books. In
his book “Understanding Comics”, McCloud analyzdu t
abstract illustration of motion for still images2[2 McCloud

proposed motion lines and multiple images as thst fimapor-

tant properties for still images. He, we discusw lto render
dynamic and interactive mixed reality images usstygized

rendering techniques. Our approach is based ore ttiese

methods to stylize motion:

along its movement direction [20].
Multiple Images: Snapshots of the moving object are take
at a certain time interval, which can be adaptdd.[2

time to convey the sense of motion. Depending enntle-
dium, the culture, and of course on the personé sf the
artists, a number of different types of motion $ineave
emerged [21].

4.1 Squash-And-Stretch

One of the most interesting principles in animatisrthe
squash-and-stretch technique, which scales thengambject
based on the velocity and/or acceleration of itsiond4][20].

In our squash-and-stretch system, a speed-depesdaling
factor,s,, is determined. The value afis computed so that it
reaches a user-definable maximal scaling,gf if the object
speed is at or above a user-defined maximal spleed,olf the
object is not movings, has a value of 1, meaning that there is n
speed-dependent scaling.

In order to also consider the acceleration of thged, a
second scaling factos,, is computed. If the speed increase
(positive acceleration), the object is stretched. The closer

Motion Lines: Motion lines have been used for quite a long
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gets toamay the closes, gets timax Again, bothamax ands;max
are user-defined parameters. If the acceleraidas negative

(i.e., the object is slowed down), the object igigg squashed.
The closer the absolute valueaodets toa,,, the closes, gets

to samine Finally, we calculate the resulting stretchingtéa
Sesult= Sv /&, Which is used to scale the object along its nmotio
vector. Moreover, we also make sure that the overah of the
object is preserved.

4.2 Multiple Images

Snapshots of the moving object are taken at a anhtime
interval that can be configured. The easiest fofnmaltiple
images is to draw the whole object several timasamnumber
of different other styles for multiple images exiShe possible
style is to only draw the contours of the objeatath iteration.
Assuming that a scene is rendered for instance &@tfps and
the replication rate is 20 fps, the contour repicrais generated
every third frame. A texture containing all conteaplications
is drawn in the background. When a new contouricaion is
generated, the object is rendered to the textummmmon style
of multiple images is to use a decreasing opanithé contour
replications. Another very common method is toisgymultiple
images by drawing the contour replications onlytlpaor
streaked.

4.3 Motion Lines (Speedlines)

This technique is a frequently used method in cenaind
cartoons. It can express a high degree of moveamehfocuses
on the dynamics of the illustration. Fig. 8 depittpical still
images with motion lines, which represent an abtta of the
dynamic behavior. In technical illustrations, foaenple, mo-
tion is often portrayed using abstract arrows (epdeft image
in Fig. 8). In this example, the user knows immesliahow to
open the printer in order to change the ink cageid_ikewise,
in mixed reality scenarios, the motion path carebleanced by
using motion lines. Masuch describes in [21] a iility to

Squash-And-Stretch:When an object is moved, it is scaleding adequate starting points for the motion limesnage space.

I

S,‘
Fig. 8. Technical illustrations often use arrowsisualize the motion. Motion
fines (also known as speedlines) can also enh&eocgdualization of motion in
a mixed reality scenario. Top left: technical ithagion example. Top right:
motion lines and multiple images in a cartoon-styi@ving. Bottom: motion

lines in mixed reality.
S
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The preceding sections have introduced basic comcep
applying stylized depiction to mixed reality. Irigtsection, we
describe application cases for non-photorealistid stylized
rendering in mixed reality systems.

CASE STUDIES

5.1 Technical lllustration in Mixed Reality

As an application of the equivalent stylizationrefl and
virtual objects in mixed reality, we have explothd display of
technical illustrations. This system combines kusitation-like
camera image filter with a special illustrative dering algo-
rithm for virtual objects [6][10]. The resulting out images
mostly consist of black-and-white hatching whicpresents the
shading of objects, as well as black silhouetteslirAddition-
ally, the inner structures of graphical models antomatically
extracted and visualized as colored elements (neldbéue are
used in the examples shown here). Fig. 9 showS &t model
of a mini submarine visualized in the illustratisgyle. The
technical illustration style is well suited for shiype of appli-
cation.

Fig. 9. lllustrative display of a mixed realityeste. The virtual object at the
center is the model of a mini submarine. For thbngrine, some inner
structures are shown as blue and red elementbeleritire image, shape is
conveyed using black-and-white hatching and silltese

5.2 Focus and Context Visualization

Kalkofen et al. presented a mixed reality visudimasystem
which combines illustrative rendering of graphigaldels with
a stylized representation of the camera image [IBgy de-
scribe tools for selecting important informationtie mixed
reality environment. These important parts of digptl models
are then highlighted, while surrounding elements aso still
emphasized to provide the graphical context. Asfanetion-
ality of their system, the silhouette edges ofudttmodels can
be extracted, and at the same time, silhouettesoanputed for
the surrounding camera image. This way, an adayadl
realism for real and virtual scene elements isea@d. Fig. 10
shows an example image generated by their system.
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Fig. 10. Focus and context visualization in mixedlity. (Image courtesy of
Denis Kalkofen, Graz University of Technology.)

5.3 Mobile Mixed Reality

During the past years, the use of mobile devicesnfple-
menting mixed reality techniques has become a ivepprtant
area of research. Mobile devices like personalaligissistants
(PDAs) and mobile phones have become very widedpeeal
many of them are equipped with digital cameras sufticient
computing power. One central challenge when workiridp
mobile devices is their small display size. In arte present
information to the user in an easily understandalalg, special
visualization methods have to be designed.

“Cartoon-like” NPR rendering

TOSHIBA

TOSHIBA

Fig. 11. Cartoon-like non-photorealistic visualiaa of an augmented land-
scape on a mobile device. (Image courtesy of Sielmaknddel, University of
Bordeaux, France [18].)

Knodel et al. developed methods for the efficiemidering of
mixed reality environments on mobile devices [1Bije of their
approaches uses a cartoon-like style in order temge a
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clearer representation of an annotated landscapenfall dis-
plays (see Fig. 11). The authors use a predefirmtkhof the
landscape, which is rendered in the non-phototéatityle and
blended over the camera image. Unlike in the systpravi-
ously prescribed here, no image processing of¢thebcamera
image takes place. Still, the motivation of Knodelal.’s ap-
proach is the same as for the other mixed reatitljzation
methods discussed in this article. Since a conveally ren-
dered overlay of graphical models is not well siiifer pre-
senting information on a mobile device, they chimsgenerate
images which effectively are stylized versionstaf augmented
scene.

5.4 Selective Stylization for Tangible Interaction

In tangible user interfaces, real physical objdsts-called
props) are used for direct, immediate input. A&sample for
the use of stylization in a tangible mixed readiygtem, an urban
planning application was developed [12]. In thisamr planning
simulation, cardboard props representing buildings be
freely positioned in the tangible interaction zowhjch repre-
sents a city map.

One drawback of the previously discussed stylized- a
mented reality principle for many applicationshattthe entire
output image is altered. While this may be accdeptfay certain
scenarios like games or education settings, ibiglesirable in
other applications. In an augmented tangible ictéra system,
itis preferable to have unmodified visual feedbfckhe user’s
hand and arm, and also for background regionseionhing to
the actual application environment.

Therefore, the concept sklective stylizatiomas been pro-
posed [12]. In a selectively stylized mixed reaéityironment,
both real and virtual objects are displayed in
non-photorealistic style within the interaction 2orOutside
regions, and also the user’s hand and arm, arershatiiout
modifications. A straightforward color-based segtagaon
method detects the hand and arm of the user. (\&(eresthat
the arm or sleeve is approximately skin-coloredg @énote
those areas of the combined real-virtual image hwhie to be
stylized as thestylization domain The stylization domain is
computed in real-time for each video frame.

Fig. 12 shows an example screenshot from the sedbct
stylized tangible interaction system. The top imegpicts the
stylization domain computed for one frame. In tlogtdom im-
age, the urban planning simulation is shown. A faalding
prop, virtual buildings, and the city map are raedein a
black-and-white technical illustration style. Moweo, the
simulated flow of wind is visualized with red lisegments, and
shadows cast between buildings are simulated.

integration of real and virtual elements is achievRegions
which are not an immediate part of the applicatimwever, are
shown without modifications. This way, a direct nention of
the user with the observed scene is maintained.

IE—

domain for one example frame. White pixels willdtglized; black pixels will

remain unaltered. Bottom: Screenshot of the fiselbctively stylized, tangible
urban planning simulation. (Images courtesy of Bhrilohr, Universitét

Tiubingen.)

5.5 Psychophysical Experiments

Psychophysical experiments are an interesting egumin
area for stylized augmented reality. An initialdstdound that in
a controlled experiment, it was more difficult fearticipants to
distinguish virtual models from real objects inliggd images
and videos than in conventional representationf [11

Currently, a more complex psychophysical study eind
prepared at the Georgia Institute of Technologyis Experi-
ment is based on the well-known “pit room” setugatided by
Slater et al. [25]. In the pit room scenario, paptnts are ex-
posed to a situation in which they look down a segim deep
virtual pit. The strength with which the participsmeact to this
virtual pit has been used to quantify the degreienafersion in
a virtual environment. In the newly designed expernit, par-
ticipants will look at the scenario in a mixed igakystem —
they can see the virtual pit, but also their owdyb(e.g., hands
and feet). In order to reduce the difference imaigealism, a
cartoon-like stylization is applied to both thetwal pit and the
user’s body. This way, a visually very similar cuttps gener-
ated for the entire augmented video stream. Thegsar of this
study will be to evaluate whether the equivalepliztion of
real and virtual scene elements has an impact @effactive-
ness of the pit stimulus. Currently, a mock-uphef tylized pit
room experiment has been created in a stylizedmétface to
the popular SecondLife multiplayer online world J18ee Fig.
13).
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Fig. 13. Stylized augmented reality |nten‘ace he SecondLn‘e multlplayer

provide a different user experience. This is oftem case for
games, entertainment scenarios, or education apiphs.

A second frequent motivation is to create a mosglyean-
derstandable visualization, which emphasizes inapbrstruc-
tures, de-emphasizes irrelevant visual context, possibly
adds helpful elements. Such techniques are oftgpired by
methods used in technical or scientific illustraipand we have
described the transfer of some of these approdntesixed
reality (for instance the motion lines and techhittastration
systems). Finally, some mixed reality scenariosepsecific
problems for the presentation of graphical infoiiorgte.g., due
to small displays in mobile mixed reality or lowntmst in
outdoor systems. In some of these cases, the use
non-photorealistic stylization has also been exgor

This article has given a survey of existing worlkha area of
stylized rendering for mixed reality systems. Thesatibed
application cases demonstrate that illustrative anmtistic

online world [19]. This stylized AR SecondLife alichas been used to create astylization methods are steadily being adoptedafoange of

mock-up for the pit room experiment. In this imagdéand and foot of the user
are shown, together with the virtual pit and anit@aidal virtual avatar. All
elements in the scene are displayed in a simikkoaa-like style, reducing the
visual differences between them. (Image courtesBlafr Macintyre, Aug-
mented Environments Lab, Georgia Institute of Tedbgy.)

VI.  CONCLUSION

6.1 Lessons Learned

Einstein once said “Keep it as simple as possibie riot
simpler”. It is useful to reduce visual clutter specially in
mixed reality, where we enhance the real world \aifditional
information. Consequently, it is more importantréaluce the
added content to its minimum and to present ithetéer way so
that users immediately benefit from its presentat®ne way to
enhance the graphical content is to outline shapas object.
As described before, there are several technighehvelp to
generate silhouettes in real-time. The goal isstedt the shape
contours and remove parts that should be suppressedhe
other hand, we have to enhance important feathi@sever, it
is still not a trivial task to automatically findhich parts of a
shape are important and which are not. Relevaaildebay be
lost during the simplification process. This iseagral problem
of NPR and noticed by a variety of researchers.

Highlighting of digital shapes is one of the keguss in
mixed reality, where users have to complete a icetéask. As
also proposed by Mark Bolas, greater abstractioa uirtual
world engages the users’ senses and creates argsease of
being “in” the digital world. Rendering in NPR alls a more
efficient visualization since the user can focugtominforma-
tion to be conveyed. Finally, the world can alsorimee legible.

6.2 Discussion

In this article, we have discussed various appresith using
stylized rendering methods in mixed reality. Thare different
motivations for applying non-photorealistic or athstylized
display technigues in mixed reality systems. Onirobjective
is to create an environment in which real and sirtobjects
become less distinguishable, or not distinguishablall (styl-
ized augmented reality). For some applicationsay simply
be desirable to provide an alternative visual siyl@rder to

mixed reality scenarios. We are confident that tieisearch
direction will produce further interesting and udedevelop-
ments in the future.
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